
AI Agents Course
Level1: Foundations of AI Agents

Designing Agentic AI systems today can feel overwhelming - with too many tools,
too many frameworks, and no clear path to success. This course is your shortcut
through that chaos. Built by seasoned AI practitioners who’ve been in the field
since 2017, and verified by industry mentors from top tech companies, it’s not
just theory - it’s execution.

You’ll learn the core concepts of AI agents in a simplified, outcome-driven way,
and apply them immediately through hands-on projects that guide you all the way
to deployment. Whether you're just starting or trying to cut through the noise,
this course ensures you walk away with real skills, a working system, and the
confidence to succeed in the industry.

By the end of this course, you will:
- Understand what AI agents are and how they work
- Identify types of AI agents (reflex, goal-based, utility-based, learning)
- Learn how to build your own AI agents from scratch
- Master agentic design patterns like ReAct, Tool Use, and Planning
- Design and coordinate multi-agent systems
- Learn how agents manage short-term and long-term memory
- Gain skills to deploy agents to production
- Follow tutorials with real code and use cases
- Apply agents in real-world scenarios (automation, support, etc.)

Course Index:

# AI Agents Course

## Level1: Foundations of AI Agents

### 1. Foundations of GPT and LLMs
* 1.1 What Are GPTs and LLMs?
* 1.2 Key Concepts
  * 1.2.1 Natural Language Processing (NLP)
  * 1.2.2 Tokens and Tokenization
  * 1.2.3 Training Data
  * 1.2.4 Transformer Architecture
  * 1.2.5 Pretraining
  * 1.2.6 Fine-Tuning
  * 1.2.7 Parameters
  * 1.2.8 Prompting
* 1.3 Transformer Architecture Explained
* 1.4 Real-Life Analogy of Transformer
* 1.5 Practical Example 1: Tokenizing, Encoding, and Decoding
* 1.6 Practical Example 2: Visualizing LLM Architectures with Netron
* 1.7 Understanding Context Length
* 1.8 Using Memory to Solve Context Length Issues

### 2. Prompt Engineering



* 2.1 What is Prompt Engineering?
* 2.2 Types of Prompts
  * 2.2.1 Direct Prompts
  * 2.2.2 Contextual Prompts
  * 2.2.3 Example-Based Prompts (Few-Shot Learning)
  * 2.2.4 Chain-of-Thought (CoT) Prompts
  * 2.2.5 Zero-Shot Prompts
* 2.3 Reasoning in LLMs Using Prompt Techniques
* 2.4 Why Prompt Engineering Matters
* 2.5 Practical: Prompt Engineering Notebook (Clean Version)

### 3. Understanding AI Agents & Agentic AI
* 3.1 Understanding AI Agents
* 3.2 Understanding Agentic AI and Its Difference from Single Agents
* 3.3 Architecture of Agentic AI Systems
  * 3.3.1 Brain (LLM with reasoning )
  * 3.3.2 Memory (Short-term & Long-term)
  * 3.3.3 Tools (LLM's workers)
  * 3.3.4 Planning Module (Think-Act-Observe)

### 4. Reasoning in LLMs
* 4.1 Understanding Reasoning in LLMs?
* 4.2 Evolution of Reasoning in LLMs
* 4.3 Reasoning’s Critical Role in Agentic Systems
* 4.4 ReACT-Based Model Tuning
* 4.5 Prompt-Based Model Tuning
* 4.6 Practical: ReACT Tuning Example
* 4.7 Practical: Prompt Tuning Example 

### 5. Agentic Frameworks (Practicals)
* 5.1 N8N Overview
  * 5.1.1 Single AI Agent Setup: LLM + Tools + Flow
  * 5.1.2 Multi-AI Agent Setup: LLMs + Tools + Conditional Flow
* 5.2 Domain-Specific Use Cases in N8N
  * 5.2.1 Email Filtering and Auto-replying
  * 5.2.2 Automated Content Creation with WhatsApp Approval and Seamless LinkedIn Publishing
  * 5.2.3 Youtube to X Auto-Promotion
  * 5.2.4 Virtual AI Influencer

### 6. Agentic AI - A2A Future of Work 
* 6.1. How OpenAI, Google, Microsoft,Meta, Tesla ,IBM envision future of Agentic AI
* 6.2. Agents, protocols and A2A future
* 6.3. Cloud v/s going local with Edge AI
* 6.4. Future Employees and their role in Agentic AI world


